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I am a scientist applying data-driven techniques to drug discovery tasks at AstraZeneca. Previ-
ously, I was graduate student in the chemical and computational engineering Ph.D. program
at MIT, advised by professors Heather Kulik and Youssef Marzouk. My research lies at the
intersection of atomistic simulation, machine learning and optimization.

Experience
Research/Professional

2020– Senior Scientist, Computational Chemistry & Machine Learning,
AstraZeneca.
develop[1] and apply generative reinforcement learning in combination with traditional
structure[2]- and ligand-based[3] computational chemistry techniques to commercial
early drug discovery projects. I also work with transformers for reaction informatics[4]
and active learning to close the gap between simulation and generative modeling, and
evangelize around data-driven drug discovery!

2015–2019 Research Assistant, Machine Learning Materials Design, Massachusetts
Institute of Technology.
applied techniques from applied mathematics and machine learning combined with
quantum chemical simulation for rational exploration and optimization in chemical space
[5–17]. Featured in MIT News a, ACS Chemical & Engineering News b, c and MIT
Energy Futures d and authored a book[18] titled Machine Learning in Chemistry as part
of the ACS In Focus Series.

2014 Internship, Computational Fluid Dynamics, Helmholtz-Zentrum Dresden-
Rossendorf.
investigated nucleation processes in dynamic 3D simulation of multiphase fluid flow[19]

2013 Research and Teaching Assistant, University of the Witwatersrand.
designed and conducted experiments on biological remediation of acid mine drainage[20]

2013 Research Assistant, Process Modeling Group, University of Cape Town.
designed reactor models for oil and gas processes

Teaching
2018 Teaching Assistant, Massachusetts Institute of Technology.

graduate computational chemistry course at MIT, 6.8/7 student rating

2017 Teaching Assistant, Singapore University of Technology and Design.
second-year differential equations and optimization course for engineers

2013 Teaching Assistant, University of the Witwatersrand.
first and second year chemical engineering core courses

2010-2013 Mathematics & Physics Tutor, Intuition Tutors & Sum-It Maths.
mathematics and physics tutor for final year high school students and university students

Education
2015–2019 Ph.D. Chemical Engineering and Computation, Massachusetts Institute

of Technology.
2014–2015 M.Sc. Scientific Computing, Technical University of Berlin.
2013–2014 M.Sc. Applied Mathematics, Royal Institute of Technology, Stockholm.
2009–2012 B.Sc. Chemical Engineering (Hons.), University of Cape Town.
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○␣ Programming: High proficiency: Python, R, Matlab. Basic proficiency: C,
MPI/high performance/parallel programming.

○␣ Machine learning: Experience designing and training neural networks and
kernel models and uncertainty quantification. Experienced with PyTorch,
TensorFlow, Keras.

○␣ Computational Chemistry and simulation: Experienced with quantum
and classical simulation, calculation automation and integration with machine
learning.

○␣ General: Expert proficiency with LATEX, TikZ, MS Office. Experienced with
Linux, Windows & supercomputer administration, hardware and maintenance.

○␣ Open-source projects: molSimplify – a python toolbox for inorganic molecu-
lar assembly and prediction & molSimplify Automatic design – a python toolbox
for combining simulation and machine learning for molecular design

○␣ Presented a workshop on machine learning in chemistry at Ben Gurion Uni-
versity (02/14/19), Hebrew University of Jerusalem (02/17/19) and MIT
(03/29/19).
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